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INTRODUCTION 

While the use of machine translation (MT) in the localization industry 

is commonplace today, it is still largely unused for the localization of 

subtitles and closed captioning. This is partially due to the fact that 

very few localization providers for the media industry use localization 

technology such as CAT tools and Translation Memory Systems (TMS), 

but also due to the fact that providing automation support for 

localization of subtitles is technically more complex than for 

“standard” localization. Due to the lack of CAT and TMS systems that 

are specialized to the media industry, some of the largest translation 

providers that specialize in the media content have built their own 

tools to address the gap, but have limited, if any, support for machine 

translation. 

 

There are a number of reasons for this added complexity when 

processing subtitles and closed captions, but primarily it has to do with 

the fact that subtitles are typically very short dialogues, rather than 

longer sentences that are more common place in documents. Dialog 

is often more informal and often lacks end of sentence markers. In 

order to train a high-quality MT engine, the training data must match 

the purpose. In the case of subtitles, dialog training data is needed. 

Data derived from documents is notably easier to obtain than dialog. 

Additionally, subtitles break up a sentence into small fragments per 

video frame that need to be re-assembled as a full sentence in order 

for a machine (or a human) to be able to provide a good quality 

translation in context. Without this important step, only portions of a 

sentence can be seen by the machine (i.e. half a sentence) which 

cannot be translated properly. 

 

Further complexity is added as each country, language and end 

customer may have their own specific style guides that need to be 

followed such as speaker changes, pauses or interruptions, scene 

changes adjustments, profanity handling, reading speed for a 

language and much more.  
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HIGHLIGHTS 

THE CHALLENGE AND COMMON MISCONCEPTIONS 

It is a common misconception in the media industry that Machine 

Translation (MT) is not well suited for the localization of subtitles or 

closed captions. This misconception stems largely from the fact that 

the industry as a whole is not particularly familiar with data-

processing technology and that, admittedly, technology providers so 

far failed to adapt the technology for an effective use in this industry. 

This has led to a number of field experiments and a common belief 

is that the localization of subtitles cannot be supported by machine 

translation and automation. Even European Union funded projects 

such as the SUMAT1 initiative, supported by key industry players, but 

were unable to turn the tide. 

 

In order to understand how machine translation can actually be 

applied to this process successfully, it is important to understand the 

underlying challenges associated with processing these types of 

content, which we will discuss in this paper. 

 

 

 

 
1 See http://www.fp7-sumat-project.eu 

In order to understand how 

machine translation can 

actually be applied to this 

process successfully, it is 

important to understand the 

underlying challenges 

associated with processing 

subtitling content. 

This impacts how sentences are analyzed for translation are split 

apart and restructured for display after translation. For example, 

sentence within a frame must be split at the optimal position 

ensuring that names are not broken across lines and that a number 

of language specific rules are adhered. Examples are the role of 

articles, prepositions and punctuation in the determining where a 

sentence should be split. 

 

However, recent production grade large-scale deployments of the 

Omniscien Technologies’ Language Studio™ language processing and 

machine translation workflow in subtitling and closed captioning 

environments have proven that machine translation can be 

effectively applied to the localization of subtitles and can provide 

substantial productivity improvements. 

 

This white paper discusses both the challenges as well as the 

opportunities that the application of technology provides to 

subtitling localization providers. 

http://www.fp7-sumat-project.eu/
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Compared to traditional content that localization service providers 

tend to process, subtitles have two unique characteristics that 

require special treatment which differs significantly from a standard 

localization process. The first characteristic relates to the fact that 

unlike “normal” content such as annual reports, patents, marketing 

documentation etc., subtitles tend to be far shorter, dialogue 

focused language and frequently also miss end of sentence markers. 

Most machine translation systems have not been trained with that 

kind of data, making it difficult for them to provide a good-quality 

translation. Also, the lack of end of sentence markers is very 

problematic for any machine translation system since it does not 

allow the system to understand where a sentence starts and where 

it ends. Consequently, this data requires specific pre-processing 

before the data can actually be passed on to translation. Failure to 

have this kind of pre-processing can result in multiple sentences 

being sent to machine translation as if they were one, resulting in 

words being reordered into unusual places and the mixing the 

context of multiple sentences. 

 

Additionally, subtitles tend to be provided in formats such as SRT or 

TTML, a XML variant.  These file formats split the actual sentence 

across the frames of the audio-visual content and include the 

relevant timestamps and, in the case of TTML, meta data. 

 
103 

00:11:07,538 --> 00:11:10,445 

-I meet with the Council right now 

-I'll check every hole and see what comes... 

  

 

104 

00:11:12,464 --> 00:11:14,278 

...out of it, but there are those responsible  

who oppose the way things are all the same 

 

105 

00:11:14,664 --> 00:11:16,221 

I could use some support right now... 

 

106 

00:11:16,775 --> 00:11:18,525 

...and you know what I refer to 

 
Figure 1: Example SRT content 

 

For a machine translation system however, this means that it will be 

offered partial sentences only. Just like any human, without the 

context of the actual sentence or even the entire movie, the machine 

(or human) will do a very poor job on the translation because it lacks 

context. 

HIGHLIGHTS 

Compared to traditional 

content that localization 

service providers tend to 

process, subtitles have unique 

characteristics that require 

special treatment which 

differs significantly from a 

standard localization process.  

Consequently, this data 

requires specific pre-

processing before the data 

can actually be passed on to 

translation. 
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Consequently, this means that the pre-processing steps also need to 

merge the actual fragments into an entire sentence, with care taken 

to not merge multiple fragments into a single sentence, before 

passing it onto translation. 

 
I meet with the Council right now.  

 

I'll check every hole and see what comes out of it, but 

there are those responsible who oppose the way things 

are all the same. 

 

I could use some support right now and you know what I 

refer to. 

 
Figure 2: Example merged content with added punctuation 

 

Large-scale production projects executed by Omniscien Technologies 

have proven that in a production environment this process can be 

automated and can provide significant productivity improvements. 

As with every machine translation project, human post-editing is 

required for publication quality results, or at a minimum to verify 

that the machine has produced a perfect or good enough translation 

that does not require any editing. The goal is not to replace the 

human from the process, but to remove the actual human 

translation step from the TEP2 process and to improve overall 

productivity and translation consistency. By applying an effective 

workflow that is specifically designed to support subtitles and by 

addressing the challenge as a data processing problem that mimics 

the processes and decisions a human would make before and after 

translation, the solution delivers productivity improvements in 

excess of 300%. 

 

In addition to the actual localization step, machine learning can also 

be applied to other related processes such as for example the 

generation of the subtitles themselves. Some examples are the 

application of artificial intelligence to the extraction of the cast from 

a screenplay or the use of automated speech recognition in addition 

to recognising frame changes to manufacture subtitles from the 

audio-visual content. In all examples, the machine can be applied 

effectively to reduce time and cost related to the creation of the raw 

subtitle. This allows the reduction of human effort, and the 

application of humans to the quality assurance and post editing. 

 

 
2 TEP stands for Translation-Edit-Proof and is a broadly adopted industry standard 

process for localization 

HIGHLIGHTS 

Large-scale production 

projects have proven that in a 

production environment this 

process can provide 

significant productivity to 

improvements. 

 

By applying an effective 

workflow that is specifically 

designed to support subtitles, 

the solution delivers 

productivity improvements in 

excess of 300%. 
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Before reviewing the technical solution to some of the challenges 

discussed, let’s review the actual business proposition. 

Fundamentally, as in any other localization project, what counts is the 

bottom line. The application of technology, in the widest sense, to all 

processes related to media localization, must be justified by the 

increased efficiency that produces overall cost and time savings. 

 

 

SOLUTIONS AND OPPORTUNITIES 

HIGHLIGHTS 

The application of 

technology, in the widest 

sense, to all processes related 

to media localization, must be 

justified by the increased 

efficiency that produces 

overall cost and time savings. 

 

 BLEU Score 
 (Automated Quality Metrics) 

Editable? Quality of Editable Content  

100 >=60 30-50  

 
Version 

 
Omniscien 

 
Google 

 
Microsoft 

 
Yes 

 
No3 

Perfect, 
No  

Post-
Editing 

Minimal  
Post-

Editing 

Medium  
Post-

Editing 

File 
Count 

1 28.17 23.35 20.44       

2 31.16   84.40% 15.60% 36.87% 16.49% 31.04% 51 

3 31.35   85.22% 14.78% 37.13% 15.02% 31.07% 184 

4 38.48 26.67 20.44 88.07% 11.93% 40.55% 21.38% 33.14% 1,254 

 
             Figure 3: Example MT engine improvements and post editing analysis 

 

 
                                    3 This is determined by the amount of changes made to the text. 

Projects executed by Omniscien Technologies with different clients 

span across more than 30 language pairs. Some of the language pairs 

(i.e. English-French, English-Spanish or English-Dutch), where training 

data for MT engines is more readily available, have shown significant 

productivity gains as would be expected. Language pairs with more 

sparse data availability (i.e. English to Thai, Chinese to English, English 

to Indonesian) have also shown impressive productivity gains. Many of 

these language pairs are considered difficult even by human 

standards, let alone machine, but results can be impressive whereby 

efficiency gains of 300%+ are achievable, meaning that the amount of 

human effort can be reduced to less than half of the time required. As 

a result, return on investment (ROI) can often be achieved in less than 

a year or even months (obviously dependent on volume of videos 

processed).  

 

Implementation of machine translation in the localisation workflow 

requires some adjustment of TEP processes as well as staff role 

changes from translation to post editing. This is discussed in more 

detail later in this paper. 

 

 

THE BUSINESS CASE 
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Figure 3 provides a real-life example of a project that Omniscien 

Technologies has executed in 2017 with a client in Southeast Asia for 

the English to Indonesian language pair. The version summary below 

explains what occurred at each version and how the MT engine 

improved: 

 

• Version 1: This initial version utilizes a standard Omniscien 

industry MT engine for translation. The engine had 

Omniscien Technologies subtitle rules and workflow for pre-

and post-processing applied. An industry engine is an off-

the-shelf engine that has not yet been customized for a 

specific customer, but is tailored for the general domain of 

subtitles. The automated BLEU score4 metrics are calculated 

across a blind test set5 of 1,000 bilingual subtitle sentences. 

The Omniscien engine used SMT technology, while Google 

and Bing use NMT. Even so, the quality scores were higher 

as the engine is specialized for subtitles. This metric provides 

a starting point before customization, without any human 

metrics at this point as actual subtitle files (SRT/TTML) have 

not yet been processed. 

• Version 2: A rapid partial customization was performed to 

adapt to the customers preferences, linguistic rules and 

styles. The impact was immediate, raising the BLEU score 

from 28.17 to 31.16. A set of 51 subtitle files were processed, 

and human editing metrics were produced showing the 

number of sentences that could be edited, number of 

perfect sentences and other metrics as per the table. These 

51 post-edited files were then used as learning data to 

improve the MT engine. 

• Version 3: The 51 post edited files resulted in a small 

improvement in the BLEU score, which is further reflected in 

the human metrics. 184 files were used for the metrics and 

were post-edited.  

• Version 4: The full customization was completed resulting in 

the BLEU score rising to 38.48. A much more substantial set 

of human metrics were calculated with 1,254 files. Editable 

content rose to 88.07% and the number of perfect sentences 

rose to 40.55%. From this point, improvements continue via 

post edited feedback, with a target of achieving 90%+ 

editable and 50%+ perfect. 

 
4 BLEU metrics was developed by IBM T. J. Watson Research Center in 2002. 

http://www.aclweb.org/anthology/P02-1040.pdf 
5 A set of test data that has been verified to not be in the MT engines training data. 

This ensures that actual translation occurs rather than recall. 

http://www.aclweb.org/anthology/P02-1040.pdf
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This process in total took several months and during that time, Google 

improved to a BLEU score of 26.67, a marginal improvement of just 

3.32 BLEU points compared to the Omniscien score of 38.48 which is 

an improvement from the starting point of 10.31 and still 11.81 BLEU 

points above Google. Google’s improved score, still did not exceed 

Omniscien Technologies’ starting score. Meanwhile, Bing did not 

improve at all in the same period. 

 

English to Indonesian is a relatively low resourced language compared 

to language pairs like English to French or English to Spanish. Even in 

this language pair, the gains were significant. While the media 

industry traditionally measures work in terms of video hours, as the 

amount of spoken content can vary considerably by each video, words 

per day is a more relevant metric and is the standard in the 

professional translation industry. 

 

 
 

Figure 4: Example productivity difference in words per day between 
human translation and MT post editing 

 

Figure 4 shows the results on an independent analysis via a 

professional Language Service Provider (LSP) on Version 4 of the 

English to Indonesian MT engine shown in Figure 3. Some content is 

simpler (i.e. a sitcom such as “The Office” or children’s movie such as 

“SpongeBob SquarePants” movie), while other content is more 

complex (i.e. “Pretty Woman” or “West Wing”). Productivity rates 

differ depending on the video complexity. The translations were 

processed by the same person for Human Translation and MT Post-

Editing, with a different editor working on each video. 

 

What this means is that a subtitle for a typical 90-minute video could 

be translated in a single day using MT + Post Editing, where the same 

subtitle could take 2 or more days using human only localization. With 

the automated adjustments to frames and frame cue times discussed 

later in this paper, the productivity is further improved for a larger 

part of the process. 

 

As mentioned, this is a low resource language pair. For a language pair 

where more linguist data resources are available the starting point is 

higher, and the quality of the machine translation is even better. 

HIGHLIGHTS 

A subtitle for a typical 90-

minute video could be 

translated in a single day 

using MT + Post Editing, 

where the same subtitle could 

take 2 or more days using 

human only localization. 
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If the customer has legacy bilingual data (see Legacy Content below), 

then it is possible to start with very high-quality MT engines from the 

outset, or alternatively to build up to quality over a period of time via 

post-edited feedback as is shown in the above customers example. 

 

Another important point to understand is that the engines used in 

Figure 3 and 4 utilize Statistical Machine Translation (SMT) technology 

as there is a limited amount of training data available. As soon as more 

training data becomes available, AI based Neural Machine Translation 

(NMT) engines can be deployed, which consistently score significantly 

better6, thus further increasing productivity and lowering costs. The 

aforementioned customer, after about 6 months of production use, 

has just recently produced sufficient post-edited machine translation 

subtitles to move up to a NMT engine in this language pair and has 

now deployed NMT into several language pairs with immediate 

productivity gains and very positive feedback from post-editors, even 

in very complex language pairs such as English to Thai. 

 

English-Indonesian was used in this example to demonstrate that 

even low-resourced language pairs can provide significant 

productivity gains which translate directly into cost savings and 

reduced time to market. In a subtitling localization environment, the 

localization provider will very likely have historical bilingual subtitles 

available (see Legacy Content) that can be analyzed and used as 

training data. This means that the engine quality will be far higher 

from the outset and consequently productivity enhancement 

significantly improved over the above results. Additionally, if the 

language pair is a well-resourced language pair, the quality will also 

be higher from the outset. Ongoing retraining from post-edited 

feedback after the initial MT engine deployment further enhances 

productivity. 

 

Even in a challenging environment such as the one used as an example 

above, productivity improvements were notably fast and continue to 

increase as the engines become better and staff becomes more 

familiar with the new processes. This comes to show that high 

productivity improvements require a built custom subtitling workflow 

and custom engines for this particular domain. Additionally, an 

ongoing improvement cycle helps to achieve favourable results.  

 

The bottom line from a business perspective is that productivity has 

been proven to be at least doubled with relatively minimal effort.  

 

 
6 For more details on NMT visit www.omniscien.com and check the Blog and Webinar 

sections 

HIGHLIGHTS 

As more training data becomes 

available, AI based Neural 

Machine Translation (NMT) 

engines can be deployed which 

consistently score significantly 

better, thus further increasing 

productivity and lowering costs. 

 

 

High productivity improvements 

require a built custom subtitling 

workflow and custom engines 

for this particular domain. 

http://www.omniscien.com/
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THE TECHNOLOGY 

The technology is fundamentally the same as the technology applied 

in the localisation industry.  This technology has proven itself over the 

past years, creating verifiable and substantial benefits to thousands of 

localization service providers and individual translators globally. Many 

techniques, lessons and best practices can be carried across and 

adapted for subtitle localization.  However, a few notable differences 

do exist. Differences are as follows: 

 

• Pre- and Post-Processing:  While the pre-processing for standard 

localisation projects consists largely of the conversion of source 

formats (i.e. Microsoft Word, Microsoft Excel, XML, XLIFF, TMX, 

PDF, or other formats) to text suitable for machine translation, the 

pre-processing required for subtitles is substantially more 

complex. The pre-processing for subtitles needs to deal effectively 

with the following source format challenges: 

 

o Split sentences and missing “end of sentence” markers: Most 

subtitles lack end of sentence markers. For both humans and 

machines alike, this provides the challenge of not knowing 

when one sentence ends, and the next sentence starts. Before 

offering this data to translation, the exact sentence 

boundaries need to be established and content must be 

prepared as sentences rather than fragments of sentences. 

Depending on the language, country and customer, different 

logic needs to be applied to determine the boundaries of 

where a sentence ends. Annotations often differ for when 

sentences are split, as well as markers indicating speaker 

changes. Often however, there may be no end of sentence 

markers or indicators that a machine could find patterns in.  

 

Related to end of sentence boundaries is the determination 

of when a sentence is split across multiple frames in order to 

fit on a screen. Any process attempting good quality machine 

translations will need to deal with the split sentences by 

merging them back together prior to translation. This might 

seem like a simple task, however, upon a deeper analysis of 

the end to end process, it becomes clear that not only do 

sentences have to be merged together, but all of the meta-

data relating to the timing needs to be retained for use later 

in the process of merging the translated text back into subtitle 

formats that are split across lines and frames. 

HIGHLIGHTS 

The pre-processing required for 

subtitles is substantially more 

complex. 

 

 

Any process attempting good 

quality machine translations will 

need to deal with the split 

sentences by merging them back 

together prior to translation. 
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Humans can determine the end of sentences relatively easily, 

but to enable a machine to make the same choices is a 

challenge. Omniscien Technologies has developed the 

technology for performing this kind of operation that 

leverages pattern matching based on specific customer and 

language requirements, and machine learning to accurately 

determine the end of sentence boundaries across a wide 

range of languages. 

 

The importance of having the correct sentence boundaries 

and sentence fragments merged into complete sentences is 

further emphasized by the use of different translation 

technologies. Depending on the language and the translation 

technology used, the impact can differ substantially. For 

example, if translating English to Spanish, the word order is 

very similar, so the movement of words is less than when 

translating from English to German where the main verb 

phrase is at the opposite end of the sentence. With Statistical 

Machine Translation (SMT), the impact is less for languages 

with similar word order, but notable for languages with 

different word orders as SMT is based on word patterns 

(phrases) that it tries to reassemble with a defined window of 

distance. However Neural Machine Translation (NMT) 

predicts the entire sentence word by word from left to right 

and the impact is notably greater, often producing 

unintelligible results when the input is low quality. NMT is the 

latest advance in machine translation and is greatly improving 

the quality of machine translation, but relies on higher quality 

input and substantially more training data than SMT. 

 

o Formatting of translated content: As the input to MT was 

complete sentences, the output from MT is also complete 

sentences.  These output sentences must be reformatted 

back into a subtitle format such as SRT or TTML. In doing so, 

as with the source language for joining sentences and 

identifying end of sentence boundaries, there are language, 

country and client specific formatting rules that determine 

how a segment should be displayed and split across multiple 

lines or frames. The automated process to determine the 

position for splitting lines within a frame and splitting 

sentences across frames must again mimic what a human 

would do. Such a process needs to take into consideration 

language, country and client specific reading speeds per  

 

 

HIGHLIGHTS 

As the input to MT was 

complete sentences, the output 

from MT is also complete 

sentences.  These output 

sentences must be reformatted 

back into a subtitle format such 

as SRT or TTML. 
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character or word, number of characters per line, speaker 

changes, snapping to scene changes and a number of other 

factors such as linguistic rules that determine the role of articles, 

prepositions and punctuation when splitting sentences.  

 

Another challenge when translating from one language to 

another is the difference in the number or words and how 

messages are conveyed across languages. Translation can result 

in shorter or longer text strings compared the source language. 

Timing cues need to be adjusted in each frame, and sometimes 

frames must be inserted or deleted to accommodate these 

length changes. Additionally, in the case of longer translations, 

the output may now be too long to display in the time allocated 

without causing overlap onto other sentences. In such cases, the 

exception must be visible to a human so that they can address 

it by paraphrasing and shortening the text to fit the permitted 

time window during the post-editing stage. 

 

Additionally, country specific language and cultural issues also 

need to be addressed. While this can partly be addressed by 

customizing an engine to a specific need, some requirements 

must be handled with rules. As an example, profanity may be 

quite acceptable in the US market, but the vocabulary must be 

toned down considerably for a Thai speaking audience, thereby 

adapting to a culturally acceptable translation. For example, one 

character calling another something very explicit and harsh in 

English may be toned down to “you are not a good person”. 

More simply rules may be needed that simply put asterixis in 

place of profanity for some situations. These requirements 

would normally be specified in a style guide for human 

translators, but can also be applied through rules and machine 

learning for an automated process. 

 

Omniscien Technologies has developed solutions to address and 

fully automate these tasks. Configurable parameters and 

customized MT engines ensure that the appropriate language, 

country, style and rules produce a suitable output that needs 

the least amount of human effort possible in order to publish. 

The parameters also determine how line, sentence and frame 

splitting, in addition to frame cue times, are adjusted. This logic 

is then applied to the output format such as SRT or TTML to 

produce a close to final file that can be reviewed and fine-tuned 

in an editor in a fraction of the time it would take in a human 

only process. 

HIGHLIGHTS 

Configurable parameters and 

customized MT engines ensure 

that the appropriate language, 

country, style and rules 

produce a suitable output that 

needs the least amounts of 

human effort possible in order 

to publish. 
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o Embedding in the localization process: the standard localisation 

process typically applies TEP. By adding machine translation to the 

process, the human Translation portion is replaced by machine 

translation and this human effort is removed from the process. As 

a consequence, both the process as well as the human tasks 

change. 

  

The Editing task within TEP becomes Post-Editing and is often 

referred to as MTPE. MTPE is a different skill to editing human 

translations. Typically, humans make more terminology errors, but 

fewer grammatical errors. A professionally trained MT engine that 

is designed for purpose will make fewer terminology errors and 

have a more consistent style, but will likely have a higher number 

of grammatical errors. Fortunately, grammatical errors are easy to 

see and fast to resolve. Terminology errors are harder to see and 

require more cross checking, so are slower and costly to resolve. 

  

There are a number of other best practices that can also be applied 

to MTPE to increase productivity. In order to deliver optimal 

throughput, post editors need training in these new approaches 

and these need to be sufficiently supervised with rules that are 

specific to an organizations requirements and specifications.  

 

Omniscien Technologies recent experience translating subtitles 

from English into several Asian languages such as Indonesian, 

Malay, Thai and Burmese have seen as much as 80-85% of all 

segments being either perfect or requiring minor edits to 1 or 2 

words. Machine translation is not perfect, and some edits should 

be expected to a varying degree, depending greatly on the 

maturity of the MT engine. In a small percentage of segments, it 

may also be more efficient to human translate than edit the MT. 

This percentage should get smaller progressively as the MT engines 

quality improves. This occurs when there is new content that the 

engine has not been trained on or complex content. By feeding this 

content back as post edits to the engine, the MT quickly learns and 

progressively improves so that future translations are better.  

 

One best practice that has carried over well from general 

localization and MTPE is the use of the “3 second rule”. In this 

scenario, it is desirable for the post editor to not spend large 

amounts of time to post edit the small percentage of low quality 

translations, but the challenge is to determine when to spend the 

time for post-editing and when to human translate. 

HIGHLIGHTS 

Omniscien Technologies recent 

experience translating subtitles 

from English into several Asian 

languages such as Indonesian, 

Malay, Thai and Burmese have 

seen as much as 80-85% of all 

segments being either perfect 

or requiring minor edits to 1 or 

2 words. 
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A very simple rule where the post editor makes a decision to 

edit or not should be made within 3 seconds. Should they not 

be able to make the decision, move on to the next segment. 

At the end, come back and human translate the unedited 

segments. This results in significant productivity 

improvements as there is a different mindset between 

translating and post editing. A rhythm can be obtained in one 

or the other, but switching between the two is notably slower 

than focusing on one first and then switching to the other 

later. There are a number of other best practices that can be 

applied that together deliver notably faster, more consistent 

and higher quality translations. 

 

o Meta data and management information: Finally, one of the 

obvious challenges of adding a new process using machine 

translation, is justifying the expense and showing the financial 

benefits. Since the machine translation system is often a bit 

of a black box, building the metadata and management 

information around it is of crucial importance. A machine 

translation workflow for subtitling should be capable of 

providing detailed information. 

 

This data can be analyzed for a variety of metrics, patterns, 

trends and management information. These include but are 

not limited to the following: 

 

Per video: 

▪ Number of perfect sentences 

▪ Number of near perfect sentences (1-2 word changes) 

▪ Number of medium edit sentences (3-4 word changes) 

▪ Number of editable sentences 

▪ Number of sentences where it would be more efficient to 

human translate 

▪ Number of frames  

▪ Number of frame begin and frame end cue time changes 

▪ Number of frame inserts and deletes 

▪ Start and end editing times 

▪ Word, sentence and frame counts 

▪ Editing time ratios to words and frames cue adjustments 

HIGHLIGHTS 

One of the obvious challenges 

of adding a new process using 

machine translation, is 

justifying the expense and 

showing the financial benefits. 

A machine translation 

workflow for subtitling should 

be capable of providing 

detailed management 

information. 
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Per Language Pair: 

▪ Overall language pair productivity gains and volumes 

▪ Average time to edit based on words or video length ranges 

▪ Averages of all of the per video metrics above 

▪ Comparative metrics across language pairs 

 

Per Post Editor: 

▪ Average metrics from all of the per video metrics above 

▪ Detailed metrics per video 

▪ Comparative metrics against other editors in the same 

language pair 

▪ Comparative metrics against other editors for the same titles 

in other language pairs 

 

All metrics can be grouped by time periods, which will also 

show improvements in productivity and the MT post edited 

content is fed back to the MT engine as learning data. 

Management can directly use this information to calculate 

productivity and cost savings in a clear and transparent 

manner.  

 

• Subtitle Creation: In addition to the actual translation, as 

discussed in this white paper, there are a number of processes 

surrounding the creation and localization of subtitles that require 

significant human efforts. Fortunately, many of these processes 

are related to data extraction or data conversion. Some examples 

are listed and discussed below. 

 

o Extraction of dialog and metadata from screenplays in 

original language: Before a subtitle can be translated, a 

source language subtitle must be available. Frequently, this 

subtitle must be created by either transcribing the video 

manually or by extracting dialog from a screenplay and using 

that as a basis for the movie transcription. Unfortunately, 

there is no standard format for a screenplay and they often 

are provided by production companies in Microsoft Word, 

PDF and a variety of other formats. The layout and structure 

for each screenplay is wildly different and even a human can 

take considerable time to extract a dialog from the 

surrounding noise of video directives, mood indicators, 

general time stamps and other supporting information.  
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With an extracted dialog, there will always be a number of 

differences as there is usually some minor variations of how 

something is spoken versus how it was written on paper and 

also there will be some spoken content omitted or added. For 

example, a voice on a TV in the video may be omitted from 

the dialog, but required as part of the subtitle. However, the 

dialog text is still a very valuable asset and can considerably 

cut down the effort of preparing original language subtitles.  

 

Another very important metadata attribute that can be 

extracted is the name of cast member who is speaking. This 

name can be used to determine how to format content within 

a subtitle such as adding a hyphen at the start of a line when 

a speaker changes within a single frame. The cast names and 

associated dialog can also be used to assist with the process 

of subtitle formatting and audio extraction as discussed later 

in this document. 

 

While a human can understand the structure of the various 

document formats, it still takes a considerable amount of time 

to extract the content out by copying and pasting into a 

separate document and is prone to human error.  

 

o Extraction of text from audio-visual content:  The second 

means of creating subtitles is using the audio-visual content 

as a source.  This can be used with or without the dialog and 

meta data from the screenplay, but is more accurate when 

the screenplay data is available. The accuracy of speech 

recognition, especially in videos where there is music, loud 

background noise or other factors that are have a negative 

impact on the ability for a machine to “hear” speech and 

extract an accurate transcription, has improved in recent 

years, but still has many challenges. 

 

Omniscien Technologies has developed a novel set of 

processes that address a large number of the remaining 

challenges through the integration of speech recognition, 

audio analysis and video analysis to produce a set of data 

which, when used collectively, can produce a considerably 

better and more accurate audio transcription. This can be 

further enhanced by using the dialog to bias the speech 

recognition process and to “patch” gaps where some audio is 

not recognized such as when dialog is spoken in a noisy bar. 

HIGHLIGHTS 

Omniscien Technologies has 

developed a novel set of 

processes that address a large 

number of the remaining 

challenges through the 

integration of speech 

recognition, audio analysis 

and video analysis to produce 

a set of data which when 

used collectively can produce 

a considerably better and 

more accurate audio 

transcription. 
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End of sentence boundary detection is a significant issue with 

transcriptions from speech recognition as when spoken, a 

language does not contain punctuation such as commas or 

periods. The integration of dialog in the process also vastly 

improves the end of sentence boundary detection, 

punctuation and capitalization. When dialog is not available, 

other approaches are taken to better understand the 

boundaries and predict where punctuation show be inserted 

and sentences from speech recognition should be joined or 

split using models and machine learning approaches. 

 

o Adding or verifying timing information:  The final challenge is 

the addition of the timing information. Timing relates to when 

the actual text is spoken in a movie as an example, as well as 

the timing of the frame changes. The time of the frame 

changes is important to understand, such that subtitles can be 

split across different frames, and if necessary can be adjusted 

and paraphrased to match the desired reading speed. This 

timing is added by analysing the audio-visual content taking 

into account when people start and stop speaking as well as 

scene changes and other country and language specific 

variables.  

 

It is also common practice to acquire third-party subtitles. 

Validating the quality and the timing can often be a sizable 

task. The same suite of tools also supports the validation of 

existing subtitles for timing and formatting rules and are able 

to make adjustments so that all subtitles follow a consistent 

format.  

 

o All three together:  By combining the above three approaches 

into a single output, the quality of a source language subtitle 

and the time needed in preparation for translation to other 

languages can be reduced literally from days down to a few 

hours. Typically, creating an original source language subtitle 

for a 90-minute video as a SRT of TTML file with the correct 

timing cues can take between 36-48 hours. By combining the 

next two items in this list, Omniscien Technologies has 

automated the process via a combination of comprehensive 

rules, models and machine learning to deliver an overall 

reduction in human time to the time to watch the video plus 

an estimated 2 hours, delivering a substantial reduction in 

time and effort. 

 

 

HIGHLIGHTS 

Typically, creating an original 

source language subtitle for a 

90-minute video with the 

correct timing cues can take 

between 36-48 hours. 

Omniscien Technologies has 

automated the process 

reducing the human effort to 

the time required to watch the 

video plus two hours. 
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• Legacy Content: Many organizations have subtitles, dialogs and 

transcriptions across many languages that have been built up over 

several years. This content is usually outdated and is maintained 

in the output formats such as SRT, TTML, PDF or Microsoft Word. 

In this form the content has limited shelf value. However, it can 

be very useful and deliver considerable cost savings if it can be 

analyzed and converted into translation memories. Translation 

memories are data sets where a source language sentence is 

paired with its translation. This data can be used by TMS and CAT 

tools to immediately translate the same sentences seen in the 

past and as training data for machine translation engines. 

 

Translation Memory creation:  Omniscien Technologies dialog 

extraction and sentence joining, and splitting technologies further 

complemented with sentence analysis and matching tools that 

compare two files (i.e. a SRT in English and a TTML file in Chinese) 

and match the sentences that are translations of each other. 

 

SUMMARY 

In summary, it is obvious, why standard machine translation, as it is 

used in the localization industry, does not work particularly well for 

subtitling. Subtitling content is more complex as it is as much a data 

processing task as a translation task. However, machine translation 

has been proven to be feasible for localizing subtitles when the right 

tools and processes are utilized. A number of projects, some with 

large-scale deployments over more than 30 language pairs, have 

proven that the process works and provides significant cost savings. 

But not only can the localization process itself be supported by 

machine translation, additional processes used to create the actual 

subtitle, can be significantly accelerated through the application of 

technology. This paper has only discussed a few of the challenges 

and some of the approaches. Nevertheless, we hope that this paper 

can contribute in rectifying the common misconception about 

machine translation and language processing not being able to be 

applied effectively to the localization of subtitles. 

HIGHLIGHTS 

Omniscien Technologies’ 

processes can effectively use 

legacy assets to assist in 

delivering productivity 

improvements. 
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ABOUT OMNISCIEN TECHNOLOGIES 

Omniscien Technologies is a leading global supplier of high-

performance and secure high-quality Language Processing, Machine 

Translation (MT) and Machine Learning technologies and services 

for content intensive applications. Our wide range of solutions 

serves clientele from various industries including the Localization 

Industry, Online Research Services, Publishing, E-Commerce, Media 

and Entertainment, Online Travel, Technology, Enterprise and 

Government.  

Omniscien Technologies has gained a reputation for cutting edge 

solutions with its Language Studio™ and E-Commerce Studio™ 

platforms. Depending upon customers’ requirements, the platforms 

can be deployed in a variety of ways to integrate with in-house data 

processing and translation management systems for the localization 

industry as well as other systems. The platforms offer unparalleled 

levels of customization and control including feature rich pre- and 

post-processing, enabling customers with even the most complex 

data to achieve both high quality and high-volume output to satisfy 

every use case. Omniscien Technologies has by far the most 

comprehensive and feature rich systems in the market today. 

Covering more than 550 global language pairs and with a number of 

industry specific solutions, Omniscien Technologies remains the 

partner of choice for customers with complex, high-volume bespoke 

data processing and machine translation needs. 

 

 

For further information on Omniscien Technologies or E-Commerce 

Studio™, please visit www.omniscien.com or contact 

sales@omniscien.com 


